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Summary: A new method for calculating normals and curvatures from 2D volume fractions 
is presented. The method fits a curve (line or arc) to discrete values of fluid heights, by 
minimizing a discretized least squares error. By fixing the fitting curve, the normal to and 
curvature of an interface segment can be determined. 

 
 
1 INTRODUCTION 

Applications of the volume-of-fluid (VoF) method for numerical simulation of interfacial 
flows are extensive. In the VoF method, the discrete volume fractions of one phase, 

€ 

f , 
defined as the ratio of the phase fluid volume to the cell volume, are used to reconstruct the 
interface1,2. Those cells with 

€ 

0 < f <1 are considered to contain a portion of the interface, that 
is commonly reconstructed by piecewise linear segments (PLIC). The local curvature of the 
interface must also be calculated from the volume fractions, that in turn is used to calculate 
the surface tension force that can be incorporated into the Navier-Stokes equation via the CSF 
method3,4. In this paper, a new method for calculating normals and curvatures from 2D 
volume fractions on a Cartesian mesh is presented. 

In order to reconstruct a piecewise linear segment of an interface, a normal and an intercept 
are required. Given a normal, the intercept can be calculated analytically or iteratively and is 
unique1; it is the approach to calculating the normal to an interface that differentiates various 
VoF reconstruction algorithms. The height function method (HF) is a popular gradient-
based3,5,6 technique for computation of normals and curvatures. The HF method first decides 
the primary orientation of the interface, horizontal or vertical, by a simple centered difference. 
Then a stencil is oriented more perpendicular to the interface, as shown in Figure 1(a), and the 
volume of fluid in each of the three columns of the stencil is calculated and converted to a 
height; in 2D this corresponds to: 

 

€ 

Hβ =

fβ , j+αδy j+α
α=−3

3

∑
δxβ

,  for 

€ 

β = i −1, i,  i +1 

(1) 

The normal components and curvature of the interface can then be calculated as: 
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€ 

nx = xi+1 − xi−1 (2) 

€ 

ny = Hi+1 −Hi−1  

€ 

κ = −
˙ ̇ H 

1+
ny

nx
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where 

€ 

˙ ̇ H  is the discretized second-order derivative calculated by central differencing. The HF 
method yields first order accurate normals and second order accurate curvatures. To obtain 
second order accurate normals, Ferdowsi et al.5 presented a sub-grid method for calculating 
normals in cells where the interface intersects two adjacent sides of a cell. 

An alternative to gradient-based methods are fitting techniques, usually used to minimize 
an error function that represents the difference between actual volume fractions (areas in 2D) 
and reconstructed volume fractions associated with a fitted interface. LVIRA7, for example, 
minimizes the difference between actual volume fractions 

€ 

fi, j  and those obtained by 
extending a piecewise linear segment into the surrounding 

€ 

3× 3 stencil, 

€ 

˜ f i, j , by iteratively 
varying the normal: 

€ 

˜ E i, j
2 = f i+α, j +β − ˜ f i+α , j +β( )

2

β =−1

1

∑
α=−1

1

∑  
(3) 

Brent's algorithm8 can be used to minimize equation (3), for which the derivatives of the 
target function are unavailable. As a result, however, the algorithm converges slowly and is 
computationally expensive. The ELVIRA method7 is a related technique, but the normal is 
chosen from only six candidates, based on forward, backward and central differencing in both 
the horizontal and vertical directions. This dramatically reduces the costs, but the method is 
still more expensive than the HF technique, yet yields the same first order accuracy5. As for 
computing curvatures via fitting methods, Chorin9 estimated interface curvature by 
approximating an interface by an osculating circle, that was determined by reproducing exact 
values of 

€ 

f  in the neighborhood of an interface cell. Poo et al.10 fit a second-order 
polynomial to volume fractions in a 

€ 

3× 3 stencil, then used an equation similar to equation 
(2) to calculate the curvature. However, none of these methods can exactly predict the known 
curvature of a circle. 

Here we introduce a new mixed least squares HF (LHF) method, in which an error function 
similar to equation (3) is minimized subject to a constraint. Although any fitting curve could 
be used, we restrict ourselves here to fitting a line (the discretized tangent to a curve) and a 
circle (a discretized osculating circle). Fitting a circle, LHF captures the exact curvature of a 
circle, and produces second-order accurate normals and first-order accurate curvatures for 
general interfaces. 
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2 THEORY 
Analogous to equation (3), the least squares height function (LHF) method minimizes the 

difference between two actual heights 

€ 

H  and those obtained from a fitted curve, 

€ 

˜ H : 

€ 

˜ E i, j
2 = Hi−1 − ˜ H i−1( )

2
+ Hi+1 − ˜ H i+1( )

2
 (4) 

subject to the constraint that the fitted curve preserve the central height of the stencil 

€ 

Hi: 

€ 

Hi = ˜ H i (5) 

 

 

(a) (b) 

Figure 1: (a) Definition of heights in a horizontal stencil, (b) parameters used in the LHF method. The actual 
interface in indicated by the solid line while the dashed line is a linear fit. 

 
Any fitting curve (e.g. line, parabola, circle) with no more than three degrees of freedom 
could be used for such an optimization problem. Here we restrict ourselves to presenting the 
method for a line and a circular arc. Note, however, that the second derivative of a line is 
zero, and so one cannot calculate interface curvature with such a fit. Nevertheless, we present 
the linear fit because one obtains an explicit expression for the normal that is equavalnt to the 
HF method on a uniform mesh, but different than the usual expression in a non-uniform grid. 
The grid parameters used in these analyses are shown in figure 1(b). 

2.1 Linear Fit 
To begin, we compute heights in the HF stencil subject to a monotonicity condition11. Using 
the linear fit 

€ 

y = mx + c  to minimize equation (4) subject to the constraint (5) yields the 
following expressions on a general Cartesian grid: 

€ 

m =
δxi+1

2 δxi+1/ 2
2 ΔH + δxi−1

2 δxi−1/ 2
2 ∇H

δxi+1
2 δxi+1/ 2

2 + δxi−1
2 δxi−1/ 2

2  
(6) 

€ 

c = Hi −mxi  

where 

€ 

Δ  and 

€ 

∇  represent forward and backward differencing, respectively, defined as: 
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€ 

ΔH =
Hi+1 −Hi

δxi+1/ 2
 (7) 

€ 

∇H =
Hi −Hi−1

δxi−1/ 2
  

On a uniform grid, equation (6) reduces to that of the original HF, but on a non-uniform grid 
the expressions are different from the HF technique. 
To assess the linear fit, we use equation (6) to calculate 

€ 

˜ H  in equation (4) and obtain: 

€ 

˜ E i, j =
δxi+1δxi−1δxi+1/ 2δxi−1/ 2

δxi+1
2 δxi+1/ 2

2 + δxi−1
2 δxi−1/ 2

2
ΔH −∇H  

(8) 

On a uniform this difference reduces to: 

€ 

˜ E i, j =
δx 3

2
hi, j

(4 )  
(9) 

where 

€ 

hi, j
(4 ) is the fourth-order derivative of the actual interface function. If any slope other 

than that computed by equation (6) is used, 

€ 

˜ E i, j = O δx 2( ) . 

2.2 Circular Arc Fit 
The arc that we use is a part of a circle defined by: 

€ 

x − xc( )2 + y − yc( )2 = ρ2 (10) 

where 

€ 

xc,yc( ) is the coordinate of the circle centre and 

€ 

ρ  is the circle radius. With this fit the 
minimization of equation (4) subject to constraint (5) reduces to solving the following system 
of equations for any interface function: 

€ 

Hi−1 = ˜ H i−1

Hi = ˜ H i
Hi+1 = ˜ H i+1

 

 
 

 
 

 

(11) 

This is a nonlinear system of equations, and so a Newton-Raphson8 (NR) technique was 
implemented, that yields the following iterative linear system of equations: 

€ 

∇ ˜ H (k−1)δ = ˜ H (k−1) −H  (12) 

where: 
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€ 

δ =

δxc
δyc
δρ

 

 
 

 
 

 

 
 

 
 

 , 

€ 

˜ H (k−1) =

˜ H i−1

˜ H i
˜ H i+1

 

 
 

 
 

 

 
 

 
 

(k−1)

, 

€ 

H =

Hi−1

Hi

Hi+1

 

 
 

 
 

 

 
 

 
 

 

(13) 

and 

€ 

∇ ˜ H (k−1) is the Jacobian computed at iteration 

€ 

k −1. Convergence requires a reasonable 
initial guess, that we introduce at the end of this section. We derived exact expressions for 

€ 

˜ H (k−1), the heights associated with the fitted circle, based on the following assumptions: that 
the interface normal is in the first quadrant, the second derivative of the interface is positive, 
the interface intersects only opposite sides of the stencil, and that the interface is more vertical 
than horizontal. Any other configurations can be transformed into this configuration, or 
treated similarly. 
 

 

 
 

Figure 2: The initial guess is the circle that passes through the end points of the three arrows that indicates the 
heights. The dashed line is the actual interface. 

 In what follows we assume that the bottom of the stencil, at 

€ 

y = y0, has been shifted to the 
origin (see figure 1(b)). The fluid heights confined to the arc and the sides of central column 
are then calculated as: 

€ 

˜ H i =
A xi+1/ 2( ) − A xi−1/ 2( )

δxi

 
(14) 

where: 

€ 

A(x) =
x − xc
2

ρ2 − x − xc( )2 +
ρ2

2
tan−1 x − xc

ρ2 − x − xc( )2
+ xyc  

(15) 
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with analogous expressions for the left and right columns. Although it may be possible to 
derive analytical expressions for the Jacobian, we chose to calculate it numerically via the 
forward differencing technique with an increment of 

€ 

10−5 . When the arc has been determined, 
the reciprocal of its radius gives the interface curvature, and the normal at the mid-point of the 
arc, is the interface normal. 

Returning to the crucial issue of obtaining a good initial guess in order to assure 
convergence of the NR iterations, we determined that passing a circle through the three end-
points of the heights illustrated in figure 2 yielded good results as long as the interface was 
well-enough resolved (roughly, 

€ 

κΔx <1 8 ). We have developed an approach for less well-
resolved interfaces, that we present elsewhere12. 

3 RESULTS 
Here we assess the accuracy of the LHF method by computing normals and curvatures for 

a circle and for an ellipse: 

€ 

x 2 + y 2 =1 (16) 

€ 

x 2 + 4y 2 =1
 

 

The norm introduced by Ferdowsi et al.5 was used to evaluate the accuracy of the method; 
calculated unit normals, 

€ 

ˆ n num , are compared to the average normal 

€ 

ˆ n avg  of an exact interface: 

  

€ 

L∞
(n ) = max cos−1 ˆ n num ⋅ ˆ n avg( )i( )

i=1

N

  (17) 

where 

€ 

N  is the number of interface cells. For curvature, similarly one can write: 

  

€ 

L∞
(κ ) = max κnum −κavg i( )

i=1

N

  (18) 

Analogous to 

€ 

ˆ n avg , 

€ 

κavg  is the average curvature of the interface segment within a cell. For 
the ellipse, the average values were integrated numerically; for the circle, the curvature is a 
constant and 

€ 

ˆ n avg  is the interface normal at the mid-point of the interface segment. 
Tests were run on a unit square. The exact volume fractions were computed analytically 

for both the circle and ellipse. The convergence tolerance of the NR method was set to 

€ 

10−15. 
The system of equations (11) was normalized by the initial radius of the circle; otherwise, due 
to machine round-off error, the method did not converge to machine accuracy. As mentioned 
previously, on a uniform grid linear fit yields the same results as the HF method and it is not 
necessary to analyze it here. Hereafter, we only compare HF with LHF. 

It suffices to say that the LHF method captures the curvature and normals for a circle to 
machine precision if an exact Jacobian is known. But as we calculated the Jacobian 
numerically, the curvature and normals were calculated to within 

€ 

10−8 , where the error varies 
with the differencing step. The method captured the circle curvature after no more than five 
iterations, which was deemed computationally reasonable. 
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LHF HF IG 

€ 

ρ
Δ

 

€ 

L∞ Rate 

€ 

L∞ Rate 

€ 

L∞ Rate 
8 

€ 

~ 10−8  – 

€ 

7.85 ×10−2  – 

€ 

3.16 ×10−3  – 
16 

€ 

~ 10−8  – 

€ 

2.86 ×10−2 1.46 

€ 

6.54 ×10−4  2.27 
32 

€ 

~ 10−8  – 

€ 

1.86 ×10−2 0.62 

€ 

1.74 ×10−4  1.91 
64 

€ 

~ 10−8  – 

€ 

9.27 ×10−3 1.00 

€ 

4.16 ×10−5  2.06 
Table 1: Error norms for normals to a circle of unit radius on a uniform square grid. 

 
LHF HF IG 

€ 

ρ
Δ

 

€ 

L∞ Rate 

€ 

L∞ Rate 

€ 

L∞ Rate 
8 

€ 

~ 10−8  – 

€ 

6.18 ×10−3 – 

€ 

5.99 ×10−3 – 
16 

€ 

~ 10−8  – 

€ 

1.56 ×10−3 1.98 

€ 

1.65 ×10−3 1.86 
32 

€ 

~ 10−8  – 

€ 

3.64 ×10−4  2.10 

€ 

3.60 ×10−4  2.2 
64 

€ 

~ 10−8  – 

€ 

9.27 ×10−5 1.97 

€ 

9.41×10−5 1.94 
Table 2: Curvature error norms, for a circle of unit radius on a uniform square grid. 

 

Table 1 and 2 compare the accuracy of the LHF method with the standard HF. The last 
column in both tables, IG, present the results corresponding to the initial guess without 
iteration. Interestingly, the accuracy of HF and IG are similar for curvatures, and not only 
does IG yield more accurate normals, but with a higher order of accuracy. We see that HF is

  

LHF HF IG 

€ 

ρy
Δ

 

€ 

L∞ Rate 

€ 

L∞ Rate 

€ 

L∞ Rate 
16 

€ 

2.88 ×10−3 – 

€ 

5.25 ×10−2 – 

€ 

2.80 ×10−3 – 
32 

€ 

7.48 ×10−4  1.94 

€ 

2.54 ×10−2  1.05 

€ 

7.44 ×10−4  1.91 
64 

€ 

1.85 ×10−4  2.02 

€ 

1.48 ×10−2 0.78 

€ 

1.85 ×10−4  2.01 
128 

€ 

4.62 ×10−5  2.00 

€ 

7.29 ×10−3  1.02 

€ 

4.62 ×10−5  2.00 
Table 3: Error norms for normals to an ellipse with 

€ 

ρx /ρy = 2 on a uniform square grid. 
 
 

LHF HF IG 

€ 

ρy
Δ

 

€ 

L∞ Rate 

€ 

L∞ Rate 

€ 

L∞ Rate 
16 

€ 

1.70 ×10−2 – 

€ 

1.79 ×10−2 – 

€ 

1.82 ×10−2 – 
32 

€ 

8.46 ×10−3 1.02 

€ 

9.22 ×10−3 0.96 

€ 

9.30 ×10−3 0.97 
64 

€ 

4.93×10−3 0.78 

€ 

4.94 ×10−3 0.90 

€ 

4.93×10−3 0.92 
128 

€ 

2.55 ×10−3 0.95 

€ 

2.56 ×10−3 0.95 

€ 

2.55 ×10−3 0.95 
Table 4: Curvature error norms for an ellipse with 

€ 

ρx /ρy = 2 on a uniform square grid. 

first order accurate for normals, while IG is second order. When computing curvature for a 
circle, both methods are second order accurate. 

The second test case is for an ellipse with 

€ 

ρx /ρy = 2. Errors are presented in Table 3 and 
4. Both the LHF method and the IG yield normals that are second order accurate compared to 
the first order accurate HF values, and with increasing refinement the LHF normals are much 



Poorya A. Ferdowsi and Markus Bussmann 

 8 

more accurate. For curvatures, the improvement is negligible as all three methods are first-
order accurate, as occurs for any interface of non-constant curvature. 

 

4 CONCLUSIONS 
A new method has been developed for computing interface normals and curvature from 2D 

volume fractions, that yields exact values for a circle, and yields second order accurate 
normals and first order accurate curvatures for general interfaces. With mesh refinement, the 
Newton-Raphson iteration used to solve the least squares problem did not improve the 
accuracy of the method, perhaps due to the numerical error associated with calculating the 
Jacobian via a forward differencing method (we would expect that an analytical Jaconbian 
would improve the accuracy of the method). Wherever the radius of the curvature is high, 
improvement of the initial guess is inevitable; otherwise, NR does not converge. Such a case 
needs further investigations. 
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